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WELCOME TO SIOUX LABS
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AND HAVE FUN

Meet, organize and relax A gym for the mind means food Get to know each other, come
outside the office. Sioux Labs is for tought! Sioux Labs feeds the together and have fun! Gaming,
the livingroom for your network! brain and the belly © sports, drinks, go out, go to

Sioux Labs!
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Introduction

= Michael van Kampen

= Cloud specialist at Sioux

= Cloud enthusiast
= Currently working at VECOS

= Cloud competence lead at Sioux

TECHNOLOGIES
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Speaker

= Steven Bryen

= Senior Technical Evangelist

at Amazon Web Services
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Modern applications




Development transtormation at Amazon: 2001-2002

LESSON LEARNED: DECOMPOSE FOR AGILITY

)
S
A

monolithic application + microservices
teams + 2 pizza teams

2001




Two-pizza teams

@ Full ownership

Full accountability

"‘DevOps”

Focused innovation




Architectural patterns

Whnat changes
have tO be made Operational model
iNn this new world?

Software delivery
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When the impact of change is small, release velocity can increase
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Does everything DO one thing



Microservices architectures

CLIENT APPLICATION

|dV

MICROSERVICE

INdAA
|dV

MICROSERVICE

CLIENT

e

MICROSERVICE

|dV

|dV

MICROSERVICE
loT MICROSERVICE

INdAJ

PERSISTENCE

PERSISTENCE



APIs are the front door of microservices



Manage APIs with AP| Gateway

Mobile apps S

Websites

- {Xb_

Internet

Services @
Regional APl Endpoints

AWS

Amazon
CloudFront

> .&

AWS Lambda
functions

o

Endpoints on
Amazon EC2

Your VPC

I

Amazon CloudWatch
monitoring

- dWS

\./‘7

Any other
AWS service

@

Endpoints
in your VPC

AWS
Lambda
functions

S

All publicly
accessible
endpoints
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Fvent-driven architectures



Decouple state from code using messaging

)\
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Amazon Simple
Queue Service

Simple
Fully-managed
Any volume

G

Amazon Simple
Notification Service

Simple
Fully-managea
Flexible

2

Amazon CloudWatch
AV S

Rapid
Fully-managed
Real-time




Ana data streams

N\
e

Amazon Kinesis
Data Streams

Data streams
Data processing
Real-time

4

Amazon
Dynamo DB

Microservices
Performance at scale
Fast and Flexible




Build workflows to orchestrate everything

®

TRACK STATUS REMOVE
OF DATA REDUNDANT
AND EXECUTION CODE




WITH SERVERLESS
POLLING

Simpler integration, less code

@

AWS LAMBDA
FUNCTIONS

Submit Job

|

Wait X Seconds

Get Job Status

Job Complete?

|

Set Job Failed

Set Job Succeeded

|

- | Sent Message to SNS

WITH NEW

SERVICE INTEGRATION

NO
LAMBDA
FUNCTIONS

@

Synchronously Run a Batch Job

Publish Success to SNS

Publish Error to SNS

:@:

Amazon Confidential



Cloud-native architectures are small pieces, loosely joinea
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Stream <®> Mobile

\ processing / @® backend /
How do all our \ /& \ /A
applications
) 4 NET app ) Node.JS ¢ IT . )
communicate / @ \ webapp / \ 2utomation /
with each other? L@ \ / LH

Batch

\ processing / ({ J2EEapp )



What is needed
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Consistent Complete visibility Failure isolation Fine-grained
communications and protection deployment

management controls



AWS App Mesn

GENERALLY
AVAILABLE

Application-level networking

for all your resources

SERVICE OWNER

CONTROL
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Kubernetes on On-Prem
Amazon EC2



NEW!

g__g A [T a VA O n Removes friction of writing “point-to-point” integrations
FventBridge

processing data across AWS services and

Saa$S applications

Works across dozens of AWS and Saa$S applications

Fully managed; pay-as-you-go
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AWS SERVICES

CUSTOM EVENTS

SaaS APPS

e

onelogin

/\ whispir.

&

2,

S

Amazon EventBridge:
Now It Works

Default Event Bus

Custom Event Bus

>

SaaS Event Bus

T

Event Source

RULES

Set up rules to tilter and
send events to targets

LAG{E] S

Route events to a variety
Of targets for processing

A\, AWS Lambda

Amazon Kinesis

§|]:|=
7 Data Firehose

{V:E Amazon SNS

Additional targets



Changes

10

the opera

10N3

moael




o“'%\‘.
R
G
A

V‘

|Sﬂ' O C| O
t
W au OLS O
- h ]C
adV th.
A l tSIS%/EI’y h
pieceirt oo
. th
Op
. al
ate?



AWS operational responsibility models

On-Premises Cloud
. . “t] T
Virtual Machine i 2|Q %% 5\_\,
EC2 Elastic Beanstalk Fargate AWS Lambda
R _ 7 R _ 7 + g
MySQL MySQL on EC2 2 = @<> gﬁ
RDS MySQL RDS Aurora Aurora Serverless DynamoDB
Storage @
S3
o — /N
ESBs e = & €8
Amazon MQ ESE SQS / SNS

o F GEE el

Hadoop Hadoop on EC2 EMR Elasticsearch Service Athena



No infrastructure provisioning, N0 mManagement

W h = t |S Automatic scaling
serverless?

Pay for value

Highly available and secure



Serverless is an operational model that spans many ditferent
categories of services

COMPUTE

AWS @ AWS
&Lambda Qii Fargate

DATA STORES

Amazon Y + Amazon Aurora - Amazon
53 ¢ Serverless : DynamoDB

INTEGRATION

- Amazon /\ Amazon Amazon —1 AWS AWS
U</>D AP| Gateway O@O SQS @ SNS =||:| Step Functions @ADDSWC




| et's focus on compute tfor now

I\ &

Serverless event-driven Serverless compute engine
code execution for containers
Short-lived . ong-running
All language runtimes Bring existing code

Data source integrations Fully-managed orchestration



More opinionated

Less opinionated

Comparison of operational responsibility

AWS Lambda

Serverless functions

AWS Fargate

Serverless containers

ECS/EKS

EC2

Infrastructure-as-a-Service

AWS manages

Data source integrations

Physical hardware, software, networking,

and facilities
Provisioning

Container orchestration, provisioning
Cluster scaling

Physical hardware, host OS/kernel,
networking, and facilities

Container orchestration control plane

Physical hardware software,
networking, and facilities

Physical hardware software,
networking, and facilities

Customer manages

» Application code

» Application code
« Data source integrations

 Security config and updates, network config,
management tasks

» Application code
» Data source integrations
* Work clusters

» Security config and updates, network config,
firewall, management tasks

» Application code

« Data source integrations

» Scaling

» Security config and updates, network config,
management tasks

* Provisioning, managing scaling and
patching of servers



Making development easier with AWS Lambda

@j» ae
|t
) |/

Support for all runtimes Toolkits for popular IDEs: 15 minute functions
with Lambda Layers and Runtime API ,
VSCode, IntelliJ, and PyCharm SQS for Lambda
1ISO, PCI, HIPAA, SOC, GDPR, N , ,
Simplified deployment Automatic Load Balancing for Lambda

and FedRamp compliances ,
with nested apps .
Support for Kinesis Data Streams Enhanced

Fan-Out and HTTP/2

~
Trillions of executions every month for hundreds of thousands of active customers



| ambda Layers

T - - - - ..

- -
---------------
- - - -
ooooooo
- - - -
- - - -
- - - -
""""

Lets functions easily share code: Upload layer
once, reference within any function

I\ Promote separation of responsibilities, lets
developers iterate faster on writing business logic

Built in support for secure sharing by ecosystem
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Accelerating Fargate and Lambda with Firecracker
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Security
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Speed by design

;\'/ﬂ\

Scale and efficiency

~

Firecracker is open sourced to enable broad access and innovation
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How do | develop and deploy code in a serverless
microservices architecture?



DEVELOPERS

E ‘I}I!f

E ‘I}I!f

E ‘I}I!f

E ‘I}I!f

E ‘I}I!f

E ‘I}I!f

E ‘I}I!f

E ‘I}I!f

E ‘I}I!f

I: ‘I}I!f

E ‘I}I!f

E ‘I}I!f

E ‘I}I!f

I: ‘I}I!f

E ‘I}I!f

E ‘I}I!f

E ‘I}I!f

I: ‘I}I!f

E ‘I}I!f

E ‘I}I!f

Monolith development litecycle

SERVICES

/

DELIVERY PIPELINES

Build > Test > Release > Monitor >




Microservice development litecycle

SERVICES

DELIVERY PIPELINES

DEVELOPERS
o o o
S e
= o oo
i e

ol

alli

alli

alli

Build > Test > Release > Monitor
Build > Test > Release > Monitor
Build > Test > Release > Monitor
Build > Test > Release > Monitor
Build > Test > Release > Monitor




Best practices

Decompose for agility

(microservices, 2 pizza teams)

Automate everything

Standardized tools

Belts and suspenders
(governance, templates)

Infrastructure as code



AWS Developer Tools tor ClI/CD

Source > Build > Test > Deploy > Monitor >

05 05 05

AWS AWS AWS CodeBuild + AWS AWS
CodeCommit CodeBuild Third Party CodeDeploy X-Ray




AWS Developer Tools are focused on
supporting containers and Lambda

NOV NOV DEC ola) NOV NOV
Support for Lambda Support for Support for CodePipeline CodePipeline Support for
deployment with rolling and Fargate and ECS supports supports ECR blue/green
CodePipline and blue/green deployments in Config for as a source deployments
CloudFormation Lambda CodePipeline improved for Fargate
deployments governance and ECS with

with CodeDeploy CodeDeploy



AWS X-Ray is Built for Modern Applications

i \ Y
% VA <% T

Analyze and debug  End-to-end view of  Identify customer Support for Serverless
Issues quickly individual services iImpact




How do | edit ana
debug my serverless
application code?




Author and debug Lambda applications on AWS
using your tavorite IDES

DEVELOPER PREVIEW DEVELOPER PREVIEW

AWS AWS Toolkit AWS Toolkit AWS Toolkit for
Cloud9 for PyCharm for Intelli) Visual Studio Code

Python, Node Python Java, Python NET, Node



How can we best model and prov

Developer

ISION our I

frastructure?

AWS >
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sessns

8888888888888 8888888888888 8 8888088888888 888 088808880888 0888 0888088008880 88 808880880888 8088 6080808ttt ittstatsasettatstatsanestntnns

</>

AWS
CodeCommit

<[>

source

pre-create tests

stack creation

cfn-nag

</>

, pre-create

post-create tests

. AWS CodeBuild

, create stacks
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> AWS
CloudFormation

. stack
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region

> manual approval

deployment

. post-create

Amazon SNS

> deploy

> Amazon S3
bucket

\ 4
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Our infrastructure management

journey



&= Easy to get started
® Not reproducible
® Error prone

® Time consuming

MEREE]

High
level

Low
level



Scripted

® What happens if an API call fails?
® How do | make updates?

® How do | know a resource is ready?
® How do | roll back?




Resource provisioning engines

Desired state configuration

AWS CloudFormation
template
(JSON/YAML)

ashiCorp Configuration
Language (HCL)

&= Easy to automate
- Reproducibte Declarative
® Configuration syntax Scripted

@ No abstraction, lots of details -

High
level

Low
level



Document Object Models (DOMs)

Troposphere python
SparkleFormation Rruby
GoFormation co

| )
AWS
CloudFormation
ARTTAS
CloudFormation
Template

High
level

= Real code ™7 if statements, for loops, IDE benefits

& Desired state
A Abstraction is not built-in  Ex: 218 lines of Troposphere tor a VPC

Declarative

Scripted

level



AWS Cloud Development Kit
(AWS CDK)




AWS Cloud Development Kit

/™ CDK Application
CloudFormation

Template

= Stack(s)
HENE g

TR & | @ é ) ==
Amazon Simple Queue  AWS Lambda Amazon S3 Amazon Dynamo )
Service bucket : AWS

CloudFormation

Resources
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senverless applications




AWS customers are pioneering modern applications

FICO reduced overall compute costs by 95%

cut processing time from 36 hours to 10 seconds

created a stock trade validation system in 3 months

releases over 50+ deployments per hour
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Security is a shared responsibility



Tmport re
re.search(' ([Dd]ev|[Ss]ec||[Ss]ec|Dd]ev|[Rr]ugged\s|Dd]ev)[00]ps")

Security Automation



Tmport re
re.search(' ([Dd]ev|[Ss]ec||[Ss]ec|Dd]ev|[Rr]ugged\s|Dd]ev)[00]ps")

Security Automation

Pace of Innovation... meets pace ot Protection



Why?

Where?

When?

What?




Why?

Where?

When?

What?




Security is everyone's

0D




Security Is , hot a blocker
Protect Serve

Allow flexibility and freedom
but control the tflow and result.



Meet the new security team

Operations Engineering

Application Security Compliance




Meet the new security team

Operations Engineering

DEVELOPMENT

Application Security Compliance




Why?

Where?

When?

What?




Continuous Integration / Continuous Deployment

Access roles
Hardening build servers/nodes

Artitact validation
Static code analysis



Cl/CD tor DevOps
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ARTIFACT REPO

DEPLOYMENT TEMPLATES
FOR INFRASTRUCTURE

GENERATE

A 4

CONFIG
INSTALL

CREATE

IMAGES

PUSH

CODE CONFI
TESTS

-TEST ENV

8888888888088 0808008880880mttiasesssssssssssssssss sttt ssssssssssstssstsssssssisssnsssssssissesssssssssssssnsssssssnsstnstststssstntstntstssstnestntstntstnestntssnsstnsstntstnsstntstntsonsstnssnntsonssts

.STAGING ENYV
GET /

PULL
CODE

COMMIT TO
GIT/MASTE

ssssssssssssnssns

.PROD ENYV

DISTRIBUTED BUILDS
RUN TESTS IN PARALLEL

B O A N O N N O N N R S N R R Y
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SEND BUILD REPORT TO DEV
STOP EVERYTHING IF BUILD FAILED



Cl/CD tor DevSecOps
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yiill

DEPLOYMENT TEMPLATES
FOR INFRASTRUCTURE

7 CloudSploit

-

REND
| C RO
UOUS

CONTIN
CAN

A 4

CONFIG
CHECKSUM

IMAGES

AUDIT/VALIDATE

CODE
CONFIG
TESTS

-TEST ENV

8888888888088 0808008800880matiasessssssssssssssssssssssssssssssssssssssssssssisssnsssssssissssssssssssssetnsssssstnsstnstststssstntstntstnsstntstntstsntstntestntstntstnsstntstnsstntstntsonsstnssnntsanssss

.STAGING ENYV
GET /

PULL
CODE

BLOCK
CREDS FROM
GIT

dWS

sssssssssssnnsnne

.

.PROD ENYV

[

SCAN HOOK LOG FOR AUDIT

A R O O N O N O R A N Y
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SEND BUILD REPORT TO SECURITY
STOP EVERYTHING IF AUDIT/VALIDATION FAILED



3. Cloud scale security

a.k.a. all the other stutt people are really talking about

Infrastructure as code Run time security
Tag-based targeting
Split ownership Rip-n-replace
Pre-deploy validation Continuous pen testing
Elastic security automation Immutable infrastructure
Validation and entforcement
Auto Scaling groups — hooks Integrate with managed services

Execution layer scales with targets



Why?

Where?

When?

What?




When? All the time!



When — Control and Valigate

Pre-event - When possible

Store infrastructure in code repository
Validate each push (git hooks)
Use managed microservices as execution engine
Scan cloud infrastructure templates tor unwanted/risk valued configurations
Validate container definitions
Validate system code early on
Find unwanted libraries, etc.
Force infrastructure changes through templates

Block it needed/unsure



When — Control and Validate

Post-event - Always

Follow-up on sensitive APIs
|IAM, security groups/firewall, encryption keys, logging, etc.
Alert/inform
Use source of truth
Locked to execution function (read only)
Validate source
Human or machine/CICD
Decide on remediation



Why?

Where?

When?

What?




What?

+ Some real world examples

AWS Trustea Advisor

Q‘? Amazon ClouaWatcn

2 AWS CloudTrail

NN Amazon Macie




AWS Trusted Advisor — Real time guidance

Security configuration checks
Sé of your AWS environment:

Open ports

Unrestricted access
CloudTrail Logging

S3 Bucket Permissions
Multi-factor auth
Password Policy

DB Access Risk

DNS Records

. oad Balancer config




AWS Config — Configuration monitoring

AWS Config is a Tully managed service that provides you
with an inventory ot your AWS resources, lets you audit the

ﬁg@ resource configuration history Of resource

configuration changes.



AWS Contig Rules

CONTINUOUS CHANGE

RECORDING

CHANGING
RESOURCES

HISTORY
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AWS CloudTrail — "Cloud” usage logging

|__' -
N
ACTION
CloudFormation EC2 Redshift
ElasticBeanstalk ‘%:; TIM CREATED 1:30PM
Console = J ‘_’: .
s 1AM === SUE DEHEHED- 2:40PM
N 7
BE> C@ AWS
¥ N CloudTrail KAT CREATED 3:30PM
RDS VPC
You are making On a growing set of AWS CloudTrail is And delivering
API calls... services around the continuously log files to you

world... recording API calls...



Amazon Macie

Al-powered visibility service identifies sensitive information
to HELP automate security and compliance




Data Management Challenges

What data do | have in the cloud?

Where is it located?

How is data being shared and stored?

How can | classity data in near-real time?

What PII/PHI is possibly exposed?

How do | build worktlow remediation tor my security
and compliance needs?



Apply Machine Learning

Understand Your Data Understand Data Access

Natural Language Predictive User
Processing (NLP) Behavior Analytics (UBA)



Machine Learning Goals tor Security

Categorize new or unknown threads based
on kKnown and theorized examples

High coverage (volume of true positives)
High accuracy (few talse positives)

Adaptive



Machine Learning Challenges tor Security

Fvery customer is different
Threats are ever changing
Penalty tor error is high

Flood of data



How Does Amazon Macie use Machine Learning

Understand behavioral analytics to baseline normal benavior

Train and develop contextualized alerts by understanding
the value of data being accessed
Context for content



Amazon Macie Behavior Analytics

We use behavioral analytics to
baseline normal behavior patterns.

Contextualize by value of data
being accessed.

Goals:

Go to crazy lengths to avoia
false positives

Features, features
Compare peers
Tell a narrative
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0. Feature extraction from 1. Map Into user 3. Predict user activity. /. Alert and narrative
event data. time-series. Update models. explanation created.
2. Cluster peer 4. ldentity Anomalies.

groups.
E Normal accesses 5. Attempt to explain statistically.




Amazon Macie Content Classification

Pll and personal data

Source code

SSL certificates, private keys

I0OS and Android app signing keys
Database backups

OAuth and Cloud SAAS API Keys



Machine Learning for Protection
For Pll-types like names,

addresses, user names and
DASSWOrds, a regex-based approacnh
ISN't possible




pance
like Nno one
'S watching

Encrypt like
everyone IS




-ncrypted in transit

EC2

&

Ubiquitous encryption

and at rest

S
- R__7
() &
4 N
NEBS7I
B =

K M
RDS

A

Amazon Redshift

; ﬁg

Amazon Glacier

»
>

e

" FULLY MANAGED

KEYS IN KMS

>

IMPORTED
KEYS

P

YOUR
KMI

Restricted access

A=

| A M

AWS
CLOUDTRAIL

Fully auditable




Making TLS work better in your apps

“signal to noise”

A TLS library designed by AWS to help your developers
implement transport security with faster performance

Avoids implementing rarely used TLS options and extensions;
~6,000 lines of code

skdn

https://github.com/awslabs/s2n



9| AWS Certificate Manager (ACM)

Provision trusted SSL/TLS certificates Domain validation (DV)
from AWS for use with AWS resources: through email

Elastic Load Balancing

Amazon CloudFront distributions Available through AWS

Management Console, AWS
AWS handles the muck Command Line Interface

Key pair and CSR generation (AWS CLI), or API

Managed renewal and
deployment



Bring your own key

4 I
Create customer master key

(CMK) container

Download a public
wrapping key

Export your key material encrypted
under the public wrapping key

Import encrypted key material under the KMS
CMK key ID; set optional expiration period

E?_)i—_' Creates

KMS

EMPTY CMK CONTAINER
WITH UNIQUE KEY ID

E?gg_ Downloads @::

KMS : RSA PUBLIC KEY

=
@ Exports @

YOUR 256-BIT KEY MATERIAL

YOUR KEY MANAGEMENT ENCRYPTED UNDER KMS PUBLIC KEY
INFRASTRUCTURE

; Imports 6:3

YOUR KEY MATERIAL
PROTECTED IN KMS




S0... those examples?



Fxample — Auto isolation — Host meets Cloud

e
| SOUATIEDMEST <29 CloudWatch Events
1
X >

EC2 Instance

X
’&\(‘\@

@° A

\© Q
& IhOVG .

'400
@SS

. AWS Lambda

DynamoDB

User




Fxample — Raise Ticket based on activity

Amazon
EventBridge Rule

& HTTP GET @

User
S3 Bucket

s

AWS Lambda

Ticketing
System



“The fact that we can rely on the AWS security posture
to boost our own security is really important for our
business. AWS does a much better job at security than
we could ever do running a cage in a data center.”

Richard Crowley Director of Operations, Slack

/ \
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‘| have been in IT tor 25years, responsible Tor many data
centers. | have to say that | never had such a secure data
center as | have today with AWS”

Viadimir Klein, CIO

MONEY
BANK

D4 MONETA




Making the most of Data




To Become a Leader, Data is Your Ditferentiator

Organic revenue growth

5 4% Organizations that successtully generate
business value from their data, will
outpertform their peers. An Aberdeen
15% survey saw organizations who
implemented a Data Lake
outpertforming similar companies by 9%
IN organic revenue growtn.”

Leaders Followers

*Aberdeen: Angling for Insight in Today's Data Lake, Michael Lock, SVP Analytics and Business Intelligence



For Data to Be a Differentiator, Customers Need
to Be Able to...

New types of analytics

O & B8R

| . | * (Capture and store new non-relational data
Dashboards Real-time Predictive Image Voice . .
Recognition at PB-EB scale in real time

* New type of analytics that go beyond batch
reporting to incorporate real-time,
predictive, voice, and image recognition

y
-
B (9

« Democratize access to data in a secure and
governed way

=

New types of data




OLTP

Traditionally, Analytics Used to Look Like This

Business Intelligence

Data Warehouse

ERP CRM

LOB

Relational data
TBs—PBs scale
Schema defined prior to data load

Operational reporting and ad hoc

Large initial CAPEX + $10K-$50K/TB/Year



Data Lakes Extend the Traditional Approacn

Business Intelligence

Data Warehouse

OLTP ERP CRM LOB

Big Data processing,

real-time, Machine Learning

Devices

Data Lake

Web Sensors

Social

Relational and non-relational data
TBs—EBs scale
Diverse analytical engines

Low-cost storage & analytics



A data lake is a centralized repository that allows
you to store all your structured and
unstructured data at any scale




Storing is Not Enough, Data Needs to Be Discoverable

Big data

i1

Dark data are the information
assets organizations collect,
process, and store during

regular business activities,

but generally tail to use for other

. Traditional
purposes (for example, analytics, enterprise
business relationships and data
direct monetizing). 1

Gartner IT Glossary, 2018
https.//www.gartner.com/it-glossary/dark-data




Data Preparation Accounts tor ~80% of the Work

* Building training sets

® Cleaning and organizing data
Collecting data sets

* Mining data for patterns

* Refining algorithms

" Other




Data Lakes, Analytics, and ML Portfolio from AWS

I\m/lag?llje Learning B Ly Analytics

AWS Deep Learning AMls Amazon Athena

Amazon Rekognition Amazon EMR

Amazon Lex Amazon Redshift

AWS Deeplens Amazon Elasticsearch service
Amazon Comprehend Amazon Kinesis

Amazon Translate Amazon QuickSight

Amazon Transcribe
Amazon Polly

Data Lake on AWS

Storage | Archival Storage | Data Catalog

ot
.

) On-premises 3
Data Movement - ®
WS Snowball |
AWS Snowmobile

AWS Database Migration Service
AWS Storage Gateway

Data Movement

AWS loT Core

R Amazon KIHESIS Data Flrehose
Amazon Kinesis Data Streams
Amazon Kinesis Video Streams




More than ever, but how do you use it?

RN

Mo(re data Better analytics
More applicants Better outcomes

N



T | asked you...

"How important is it Tor your company to invest in
and Al?"

What we often hear:

‘We're not a Machine Learning company.”
"They're not central to our business.”

‘We have more important topics to address.”



Now, it | asked you...

"How important is it for your organization to buila ana
deliver a [

We always hear:
“This is our numper one priority.”



What is Artiticial Intelligence?

What is Machine Learning?



ARTIFICIAL INTELLIGENCE
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One of the "Founding Fathers" of Al

John McCarthy
1955



The (60+ years) rise of Artiticial Intelligence



The Advent of Al

Algorithms




The Advent of Al

Algorithms

Data




The Advent of Al

Algorithms

Data

GPUs
& Acceleration



The Advent of Al

Algorithms

dWS
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Cloud

Computing Data

GPUs
& Acceleration
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Amazon Al



Two Decades of Recommender Systems at Amazon.com

Standing the Test of Time

¢ part of recognizing IEEE Internet Computing for its 20 Brent Smith, and jeremy York, from the January/February 2003
A years in publication, | recommended to the edmtorial sue of IC (see dotl0 1I0OYMIC.2003.1167344). Fourteen years
board that we pick one of our magazine articles that, over the  after the publication of this artcle, it shows 125 downloads from
past 20 years, has withstood the “test of ume.” In selecting an IEEE Xpiore in one month, with more than 12,754 downloads since
article, we evaluated the ideas in more than 20 candidate art-  jJanuary 2011, The artcle currently shows 4,258 citatons in Google
cles that reported on "evergreen” research areas over the past  Scholar. I'm delighted that the selection committee recommended
two decades and then assessed these articles based on down-  an industry article, as it aligns with the magazine’s focus of acces-
loads from IEEE Xplore, dtations, and mentions of the work in  sibility in academic, research, and industrial populations.
popular press. This information was presented to a commig- In addition to recognizing the article, we asked the authors
tee consisting of previous Editors in Chief for the magazine. | to create this retrospective piece discussing research and
would like to thank the selection committee from the editonal nsights that have transpired since publishing their winning
board — led by Arun lyengar, and inciuding Fred Douglis, Rob-  “Test of Time™ article, while projecting into the future
ert Filman, Michael Huhns, Charles Petrie, Michael Rabinovich, Going forward, the magazine hopes to celebrate a “Test of
and Munindar Singh. This committee deliberated on the top Time" article every 2-3 years. | hope that you enjoy this ret-
three articles by evaluating each work’s prévious mportance rospective article, and please take a moment to congratulate
within the context of its sustained importance in the future. Greg Linden, Brent Smith, and jeremy York

its my pleasure to recognize the committees official “Test — M. Brian Blake
of Tme™ winner: an industry articke tuted "Amazon.com Recom- Editor-in-Chief, IEEE internet Computing
mendations: item-to-item Collaborative Fitering” by Greg Linden, Provost and Distinguished Professor, Drexel University

Iwo Decades of Recommender
Systems at Amazon.com

Amazon is well-known for personalization and recommendations, which help

customers discover items they might otherwise not have found. In this update

to our original article, we discuss some of the changes as Amazon has grown.

or two decades now.' Amazon. recommendations. as well as desirable

com has been building a store for properties such as updating immediately

every customer, Each person who let’s loosely ine it as “people who buy one intuitive way as arising from a list of items the

comes o Amazoncom seces it differ- tomer and being able to explain why it item are unusually likely to buy the other.” So, customer remembers purchasing.

ently, because it's individually person recommended something in a way that's for every item I, we want every item i, that was

alized based on their interests. It's as if  easily understandable. purchased with unusually high frequency by In 2003: Amazon.com, Netflix,

you walked into a store and the shelves Wwhat was described in our 2003 people who bought 1. Youlube, and More

started rearranging themselves, with [EEE Intermet Computing article has Once this related items table is bullt, we can By the time we published in IEEE In 2003, ltem-

what you might want moving to the faced many challenges and seen much generate recommendations quickly as a series based collaborative Nitering was widely deployed

front, and what you're unlikely to be development over the years. Here, we of lookups. For cach item that's part of this cus- across Amazon.com. The homepage prominently

interested in shulfiing further away. tomer's current context and previous interests, featured recommendations based on your past
From a catalog of hundreds of mil- ments, and adaptations for item-based we look up the related items, combine them to purchases and items browsed in the store. Search

Hons of items, Amazon.com’s recommen collaborative hiltering. and offer our vield the most likely items of interest, filter out result pages recommended items related to your

dations pick a small number of items you view on what the future holds for col- items already seen or purchased, and then we search, The shopping cart recommended other

might enjoy based on your current con laborative filtering, recommender Sys are left with the items to recommend.

describe some of the updates, improve-

items to add to your cart, perhaps impulse buys
text and your past behavior. The algo tems, and personalization, This algorithm has many advantages over to bundie in at the last minute, or perhaps com
the older user-based collaborative hltering. plements to what you were already considering.

with you what other people have already The Algorithm Most importantly, the majority of the computa- At the end ol your order, more recommendations
discovered. The algorithm does all the AS we described it in 2003, the item-
work. IU's computers helping people help  based collaborative liltering algorithm items — and the computation of the recommen- e-malls, browse pages, product detall pages, and
other people, implicitly and anonymously. Is straightforward. In the mid-1990s,
Amazoncom launched Iltem-based collaborative fnltering was generally
collaborative filtering in 1998, enabling user-based, meaning the first step of the

recommendations at a previously unseen ¢ it was to search across other

tion is done offline — a batch build of the related appeared, suggesting items to order later. Using

dations can be done In real time as a series ol more, many pages on Amazon.com had at least
lookups. The recommendations are high quality some recommended content, starting to approach
and useful, especially given enough data, and a store for every customer

remain competitive in perceived quality even Others have reported using the algorithm,
with the newer algorithms created over the last  too. In 2010, YouTube reported using it for rec.

two decades., The algorithm scales to hundreds ommending videos.” Many open source and

scale for millions of customers and a cat users to find people with similar inter-
alog of millions of items. Since we wrote ests (such as similar purchase patterns),
about the algorithm in IEEE Internet Com then look at what items those similar of millions of users and tens of millions of third-party vendors included the algorithm, and

puting in 2003,° it has seen widespread users found that you haven't found yet. items without sampling or other techniques that it showed up widely in online retail, travel, news,

use across the Wed, including YouTube,
Netflix, and many others. The algorithm's
SUCCess has been from (s simplicity, scal-

ability, and often surprising and useful

Published by the IEEE Competar Sockcy e TN .00 0 017 IELE

instead, our algorithm begins by hind-
ing related items for each item in the
catalog. The term “related”™ could have

several meanings here, but at this poim,

EEE INTERNET COMPUTING

can reduce the quality of the recommendations.
The algorithm updates immediately on new
information about a person’s interests. Finally,

the recommendations c¢an be expiained In an

advertising, and more. In the years following,
the recommendations were used so extensively
by Amazon.com that a Microsoll Research report

estimated 30 percent of Amazon.coms page




Arizona State University & Amazon bring
voice-technology programme to campus










...but how does this
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Our mission at

Put machine learning in the
hands of every developer



Build, Train and Deploy Machine
Learning Models at Scale

Amazon Sagemaker

ONON®,

<)

0
Pre Built Developer Notebooks,

Popular Machine Learning algorithms,
Automatic Model Tuning

NS

10,000+ Customers using
SageMaker today

Frameworks

Interfaces
AMAZON

=X

Infrastructure

SAGEMAKER

h | By Y T [
lensorFlow

B UILD

ML FRAMEWORKS &

INFM%%EB%HFF?E

Data labeling (GROUND TRUTH)

AlgoriH’I%IQngoléls(AWS MARKETPLACE

FOR MACHINE LEARNING)

© 2019, Amazon Web Services, Inc. or its Affiliates. All rights reserved.

Pre-bJXkt algorithms & notebooks K Keras

& GLUON

LF ol

E C 2 P 3 E C 2
& Optiandzation (N E O)

C5

Reinforcement learning

One-click model training & tuning
FPGASs

oY 8
One-click deployment & hosting

GREENGRASS ELASTIC
| NFERENCE

dWS$s
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Hyper

Personalisation

1!||“Hi' l”“ ¥

Using Al & Machine Learning

FOOTA8YJUM

a8

Machine . t
| | Uplitt in Revenue
Al System Learning Algorithms Segment-based Factors
Highly-targeted, hyper-personalised
marketing.
Immediate results, with a
Using Amazon SageMaker - powered by Intel C5 Compute Instances 28% uplift in revenue per

email sent.



Al Services

Vision Speech Language Chatbots Forecasting

Recommendations

D =D\ [ X = == — -
= == = A —— 5
Al SERVICES ED @ =D (CH TX =\ afll ‘\
REKOGNITION REKOGNITION TEXTRACT POLLY TRANSCRIBE TRANSLATE COMPREHEND LEX FORECAST PERSONALIZE
|MAGE VIDEO &COMPREHEND
MEDICAL
] © OO

<)

3

Pre-trained Al services that require Easily add intelligence to your existing

no ML skills or training

apps and workflows

© 2019, Amazon Web Services, Inc. or its Affiliates. All rights reserved.

NS

Quality and accuracy from
continuously-learning APIs

dWS$s
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Amazon Lex

An intent performs an action in
response to natural language user
Input

Spoken or typed phrases that invoke
your intent

Slots are input data required to fulfill
the intent

Fulfillment mechanism for your intent







Amazon Polly: Text In, Lite-like Speech Out

“The weather
today in Seattle, — -

WA 1s 65°F"
©)

Amazon Polly






Amazon Rekognition — Image and Video Analysi







Marinus Analytics - TratficJam

FaceSearch

Helping to fight Human
Trafficking with Amazon
Rekognition.


http://www.marinusanalytics.com/articles/2017/10/17/amazon-rekognition-helps-marinus-analytics-fight-human-trafficking

Demo [1Ime




Beat the Bot!

o Steve

" »
—_—




We are building a cloud that best
supports your modern application
development needs, and we are
iINnNovating across the entire stack:
from the hypervisor layer to the
application construction layer.




Go Build!

@steven_bryen




Verdict

= Cloud is HOT

* Trends in Cloud technology

= HOT or NOT?

.—h-» Ml

© Sioux 2019 | Hot-or-Not - 150




Thanks AWS Speaker!

)

Mini

© Sioux 2019 | Hot-or-Not - 151




Upcoming Sioux events

= 15 October

Hot-or-Not: The Next Generation

* 19 November

Sioux Seats to Meet - Eindhoven

© Sioux 2019 | Hot-or-Not = 152



Wrap Up

* Thanks for attending
* Drinks
* Demos

= Siou(x) next time!

© Sioux 2019 | Hot-or-Not - 153



Source of
your technology

www.sioux.eu



